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Oppgave 1 Correct answers:

1a) B

1b) B

1c) D

1d) B

1e) A

Oppgave 2

We have that X ∼ N(0, 2) and Y ∼ (1, 1) and X and Y are mutually independent.

Drawing of the pdfs:

Compute the probabilities:

P (X ≤ 1) = P (X − 0
2 ≤ 1− 0

2 ) = P (Z ≤ 0.5) ≈ 0.69

P (Y ≥ −1) = P (Y − 1
1 ≥ −1− 1

1 ) = 1− P (Z < −2) ≈ 1− 0.022 = 0.978.
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In addition we have that (X − Y ) ∼ N(−1,
√

5) so

P (X − Y ≤ 0) = P (X − Y + 1√
5

≤ 0 + 1√
5

) = P (Z ≤ 1√
5

) ≈ 0.67

Oppgave 3

Define the events:

M : The mann is carrier of sikle cell anemia

K: The woman is carrier if sikle cell anemia

D: The first born has sikle cell anemia

B: The first born is carrier of sikle cell anemia

Let indicate with Ā the complement of event A

a) Draw the events in a Venn diagram

We have that:
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P (M) = 0.08
P (K) = 0.08

P (D|M,K) = 0.25
P (B|M,K) = 0.5
P (D|M̄,K) = 0
P (D|M, K̄) = 0
P (D|M̄, K̄) = 0
P (B|M̄,K) = 0.5
P (B|M, K̄) = 0.5
P (B|M̄, K̄) = 0

A child can get sikle cell anemia only if both mother and father are carrier,
so the probability that the first born has sikle cell anemia is:

P (D) = P (D|K,M)P (K)P (M) = 0.08 · 0.08 · 0.25 = 0.0016

To compute the probability that the first born is carrier of sikle cell anemia,
consider that the event space S can be decomposed as following:

S = (K ∩M) ∪ (K̄ ∩M) ∪ (K ∩ M̄) ∪ (K̄ ∩ M̄)

Using the law of total probability we can write that the probability of the
event B as:

P (B) = P (B|K,M)P (K)P (M) +
P (B|K̄,M)P (K̄)P (M) +
P (B|K, M̄)P (K)P (M̄ ]) +
P (B|K̄, M̄)P (K̄)P (M̄ ]) =
0.5 · 0.08 · 0.08 +
0.5 · (1− 0.08) · 0.08 +
0.5 · 0.08 · (1− 0.08) +
0 · (1− 0.08)2 = 0.0768

b) Define the events:
D1: the first born has sikle cell anemia
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D2: the second born has sikle cell anemia
B1: the first born is carrier of sikle cell anemia
B2: the second born is carrier of sikle cell anemia
We want to compute the probability that the second born has sikle cell
anemia given that the first born does not have it:

P (D2|D̄1) = P (D2, D̄1)
P (D̄1)

We can derive the denominator from the result in a)

P (D̄1) = 1− P (D1) = 1− 0.0016 = 0.9984

To compute the numerator we note that, both given M and K the events
D̄1 and D2 are independent and that the event D2 can happen only if both
mother and father are carrier of sikle cell anemia:

PP (D2, D̄1) = P (D2, D̄1|K,M)P (K)P (M)
= P (D2|K,M)P (D̄1|K,M)P (K)P (M)
= 0.25 · 0.75 · 0.082 = 0.0012

Putting things together we get:

P (D2|D̄1) = 0.0012
0.9984 = 0.0012012

The probability that the second born is carrier given that first one does not
have sikle cell anemia:

P (B2|D̄1) = P (B2, D̄1)
P (D̄1)

The numerator can be computed again conditioning on weather the father
and mother are carrier or not:

P (B2, D̄1) = P (B2, D̄1|K,M)P (K)P (M) +
P (B2, D̄1|K̄,M)P (K̄)P (M) +
P (B2, D̄1|K, M̄)P (K)P (M̄) + 0

= 0.5 · 0.75 · 0.082 +
0.5 · 1 · 0.08 · (1− 0.08) +
0.5 · 1 · 0.08 · (1− 0.08) = 0.076

Putting things together we get that:

P (B2|D̄1) = 0.0768
0.9984 ≈ 0.07
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Oppgave 4

a) Let n = 12 and p = 0.2. To find the first of the three probabilities we can use
the table about the binomial distribution in the booklet Tabeller og formler
i statistikk"
We have that:

P (X ≤ 3) = 0.795

To find the second probability, we note that X and Y are independent,
therefore:

P (Y ≥ 4|X ≤ 3) = PY (≥ 4) = 1− P (Y ≤ 3) = 1− 0.225 = 0.775

where P (Y ≤ 3) = 0.225 is taken from the table about binomial distribution
with p = 0.4.
Finally we have that:

P (X + Y ≤ 1) = P (X = 0 ∩ Y = 0) + P (X = 1 ∩ Y = 0) + P (X = 0 ∩ Y = 1)
= P (X = 0)P (Y = 0) + P (X = 1)P (Y = 0) + P (X = 0)P (Y = 1)
= P (X ≤ 0)P (Y ≤ 0) + [P (X ≤ 1)− P (X ≤ 0)]P (Y ≤ 0) +

P (X ≤ 0)[P (Y ≤ 1)− P (Y ≤ 0)]
= 0.069 0.002 + (0.275− 0.069) 0.002 + 0.069 (0.02− 0.002)
= 0.001792

Where the probabilities are again taken from the relative binomial table.

b) To compare the estimators we first have to check if they are biased or not,
that is we have to compute the E(p̂), E(ˆ̂p) and E(p?):

E(p̂) = E(X + Y

2n ) = 1
2n(E(X) + E(Y ))

= 1
2n(np+ 2np) = 3np

2n = 3p
2 6= p

E(ˆ̂p) = E(X + Y

3n ) = 1
3n(E(X) + E(Y ))

= 1
3n(np+ 2np) = 3np

3n = p
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E(p?) = E(X2n + Y

4n) = 1
2nE(X) + 1

4nE(Y )

= np

2n + 2np
4n = p

That is ˆ̂p and E(p?) are unbiased while p̂ is biased.
We then check the variance of the unbiased estimators, we look for the un-
biased estimator with minimum variance.

Var(ˆ̂p) = Var(X + Y

3n ) = 1
9n2 (Var(X) + Var(Y ))

= 1
9n2 (np(1− p) + 2np(1− 2p)) = 3− 5p

9n p

Var(p?) = Var(X2n + Y

4n) = 1
4n2Var(X) + 1

16n2Var(Y )

= np(1− p)
4n2 + n2p(1− 2p)

16n2 =

= 3− 4p
8n p

We check the difference between the two variances:

Var(ˆ̂p)− Var(p?) = 3− 5p
9n p− 3− 4p

8n p

= −4p− 3
73n p < 0 for p ∈ [0, 1/2]

We would then choose ˆ̂p as it is unbiased and has minimum variance.

c) The likelihood function for p is given by:

L(p;x, y) = P (X = x; p)p(Y = y; p)

=
(
n

x

)
px(1− p)n−x

(
n

y

)
(2p)y(1− 2p)n−y

and the log-likelihood is

l(p;x, y) = log
(
n

x

)
+ log

(
n

y

)
+ x log p+ (n− x) log(1− p)
+ y log(2p) + (n− y) log(1− 2p)
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To find the MLE estimator for p we need to derive l(p) wrt p and set it to 0

l′(p;x, y) = x

p
− n− x

1− p + y

p
− 2 n− y1− 2p = 0

Setting in the data n = 25, x = 3, y = 8 we get:
11
p
− 22

1− p −
34

1− 2p = 0⇒

100 p2 − 89 p+ 11 = 0
The last equation has two possible solutions p1 ≈ 0.15 and p2 ≈ 0.74. Since
p ∈ [0, 0.5] our maximum likelihood estimate for p is 0.15.

d) The test to perform is
H0 : p = 0.2 against H1 : p > 0.2

We consider the estimator ˆ̂p = X+Y
3n . We assume that X and Y are approxi-

mately normally distributed. Since ˆ̂p is a linear combination of X and Y then
ˆ̂p is also normally distributed with mean E(ˆ̂p) = p and variance Var ˆ̂p = p3−5p

9n
as computed in b).
To perform the test we define the test statistics:

Z =
ˆ̂p− p0√
p0

3−5p0
9n

which is N(0, 1) under H0.
With a significance of α = 0.05 we reject the null hypotheses if Z > z0.05 =
1.645.

e) We want to find n such that:
P (Reject H0|p = 0.25) ≥ 0.9

we have then that:

P (
ˆ̂p− p0√
p0

3−5p0
9n

> zα|p = 0.25) ≥ 0.9

P (ˆ̂p > p0 + zα

√
p0

3− 5p0

9n |p = 0.25) ≥ 0.9

P (
ˆ̂p− p√
p3−5p

9n

>
p0 + zα

√
p0

3−5p0
9n − p√

p3−5p
9n

|p = 0.25) ≥ 0.9
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where Z = ˆ̂p−p√
p 3−5p

9n

∼ N(0, 1). We have then:

P (Z >
0.2 + 1.645

√
0.23−5 0.2

9n − 0.25√
0.253−5 0.25

9n

|p = 0.25) ≥ 0.9

which is true if

0.2 + 1.645
√

0.23−5 0.2
9n − 0.25√

0.253−5 0.25
9n

≤ −z0.1 = −1.282.

We can now solve the disequality wrt n to find the answer:

0.2 + 1.645
√

0.4
9n − 0.25 ≤ −1.282

√
0.4375

9n
1√
n

1.645
√

0.4
9 + 1.282

√
0.4375

9

 ≤ 0.25− 0.2

0.6294509 ≤ 0.05
√
n

n ≥ (0.6294509
0.05 )2 = 158.4834

Therefore our answer is that n has to be larger than 159


